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Abstract

Routine maintenance and error diagnostics of technical
devices can be greatly enhanced by applying multimedia
technology. The Rockwell Science Center is developing a
system which can indicate maintenance instructions or di-
agnosis results for a device directly into the view of the user
by utilizing Augmented Reality and multimedia techniques.
The system can overlay 3D rendered objects, animations,
and text annotations onto the live video image of a known
object, captured by a movable camera. The status of device
components can be queried by the user through a speech
recognition system. The response is given as an animation
of the relevant device module, overlaid onto the real ob-
ject into the user’s view, and/or as auditory cues using spa-
tialized 3D audio. The position of the user/camera relative
to the device is tracked by a computer vision based track-
ing system. The diagnostics system also allows the user
to leave spoken annotations attached to device modules for
other users to retrieve. The system is implemented on a
distributed network of PCs, utilizing standard commercial
off-the-shelf (COTS) components.

1. Introduction and context

Multimedia technology is often used in the context of en-
tertainment applications. However, the capabilities of this
technology can also be applied to “serious” industrial ap-
plications such as like maintenance and diagnostics of an
industrial device. The integration of visual and auditory
displays can provide a more in-depth understanding of the
maintenance procedures and the device functionality and
therefore can enhance the awareness of the person in charge
of device repairs.

The Rockwell Science Center (RSC) is developing and
integrating components for a system using multimedia tech-
niques for visualization and auralization during mainte-

nance and error diagnostics procedures. This system is
based on an Augmented Reality (AR) approach by over-
laying textual information, 3D rendered objects, and ani-
mations onto a live video of the actual device to be diag-
nosed, and ultimately by directly overlaying this display
into the field of view of the user. 3D audio techniques
are used to indicate cues about objects which are currently
not in the user’s field of view. In order to avoid a teth-
ered human-computer interface, the system is operated by
speaker-independent speech recognition. For achieving reg-
istration which is necessary for a well-aligned visual over-
lay, we have developed a visual tracking module, relying
on tracking of visual fiducial markers. The novelty of our
concept is the integration of computer vision, speech recog-
nition, AR visualization, and 3D audio in a distributed net-
worked PC environment.

In this paper we describe the system components and the
tracking algorithms as well as the current status of the inte-
gration of the system.

1.1. Augmented reality

Progress in the research areas ofwearable computing
and virtual reality rendering in recent years has enabled
rapid development ofAugmented Reality (AR) technology.
This technology provides means of intuitive information
presentation for enhancing situational awareness and per-
ception by exploiting the natural and familiar human inter-
action modalities with the environment. Although AR is
often associated with visualization (starting with the first
head-mounted display by Sutherland [24]), augmentation is
also possible in the aural domain [7] [17].

The concepts of AR have been applied in many applica-
tions. AR systems can provide navigational aid in an un-
known environment, e.g., in an urban setting [10], or serve
as a tour guide in a museum [3]. AR systems have been
proposed and demonstrated for architecture [26], interior
design [1], and related fields. Important industrial AR ap-
plications within the scope of this paper are machine main-



tenance, airplane manufacturing [16], and guided assembly
[20]. In medicine, AR technology has been reported to be
applied as an important auxiliary tool (e.g., [4], [6]). Its pri-
mary purpose here is to visualize data, acquired from ultra-
sound [21], MRI and CT [12] or other sources, and overlay
them onto the patient’s body [25]. Completely immersive
AR requires the user to wear head-mounted see-through dis-
plays which require precise calibration [15]. However, a
different way of applying AR techniques is to overlay infor-
mation onto a video (stream or single snapshot). Such sys-
tems do not provide user immersion, unless the video is cap-
tured by a head-mounted camera and is displayed through a
head-mounted display to the user. Nevertheless, such video
AR can also be useful in providing more insight into pro-
cesses, objects, or environment.

1.2. Registration for AR

A very important issue in AR is the registration between
the information to be displayed and the real world: the hu-
man eye can detect differences smaller than 1 minute of arc.
Currently there is no system which can provide an accuracy
high enough for completely merging the virtual world with
the real environment. However, in order to obtain more or
less satisfying registration, a precision of 0.5 deg seems to
be adequate [2].

Indoor AR applications can employ a variety of tracking
systems, which were originally developed for VR applica-
tions, e.g. magnetic trackers. Magnetic tracking can readily
provide the position and orientation of the observer (e.g.,
[21]). The major limitations of magnetic tracking are its
short range (typically 8 ft radius) and sensitivity to metallic
objects in the vicinity. The absolute orientation angles can
also be obtained by tilt and roll sensors. Their accuracy for
static and quasi-static measurements is acceptable, but they
have a long lag. Inertial sensors can provide data during
rapid motion, but they tend to induce drift. Hybrid tracking
systems are a promising alternative. They combine inertial
tracking with static position measurements. Such systems
are already commercially available (e.g., the Intersense in-
ertial tracking system with ultrasound positioning [11]).

The registration method which promises the highest ac-
curacy, but also has the highest hurdles, is computer vision-
based. Many AR systems employ computer vision technol-
ogy for achieving the required registration precision. The
approach in most cases is to detect visual features which
have a known position, and recover camera orientation and
position through a matching or pose recovery process. Ob-
ject pose estimation methods determine the position and
orientation of the object, for e.g., a plane containing land-
marks. Typically, the landmarks are located using image
processing, and the pose is determined in each frame. The
pose is then used to render the 3D model. The general prob-

lem of reliable 3D motion estimation from image features is
largely an unsolved problem in computer vision. However,
by restricting to the sub-problem of easily identifiable land-
marks, the motion estimation problem can be solved. Our
approach is based on the mathematical formalism ofvisual
servoing.

2. HCI components

The components of the diagnosis system are a tracking
system using visual fiducial markers, a speech recognition
system for user input and system control, an AR visualiza-
tion system producing a 3D overlay, and a 3D auditory dis-
play providing clues for regions which are not in the user’s
field of view.

2.1. Tracking and registration

To provide a registered AR overlay, the camera must be
tracked to obtain position and orientation relative to the de-
vice to be diagnosed. If only approximate registration is
required, the tracking can be performed by conventional
methods (e.g., magnetic tracking). However, these methods
have been proven to provide insufficient registration preci-
sion for AR purposes. Therefore, a new approach, using
visual fiducial markers for fast high precision tracking, has
been developed.
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Figure 1. Schematics of the fiducial markers.

To be useful for registration, fiducial markers must
be clearly detectable even in a cluttered environment and
should be distinguishable from each other by a unique iden-
tification. Marker detection and identification must be reli-
able from a wide range of viewing angles. These conditions
can be fulfilled by the use of circular fiducial markers. Such
markers, also used by Neumann [18] and Hoff [13], have a
high degree of symmetry, which allows the application of a
simple viewpoint-invariant detection algorithm. To provide
markers with a unique ID tag, Neumann developed a color-
code scheme for ring marker identification. Our approach
uses a marking scheme, based on a pattern of concentric
rings.



In Fig. 1 the marking scheme is shown. The fiducial
markers are identified by their outer black ring. This con-
centric ring marking scheme has the advantage of being
scale-invariant (at least within the boundaries given by cam-
era field-of-view and pixel resolution). The diameter of the
outer ring provides a norm for reading out the inner marker
pattern. When seen from an arbitrary viewing angle, the
circular ring pattern is seen as a concentric ellipse pattern.

In Fig. 2 the detection and identification of 4-bit ring
markers is shown in a realistic lab scenario with a cluttered
background (cables on the right side). The system is able to
detect and identify all 16 markers on the test sheet correctly.
It also detects a ring candidate within the cable clutter, but
it rejects it due to non-conformance with the constraint of
smooth shape (marked by the system as ID=-2). Searching
through a complete image of640� 480 pixels, as shown in
Fig. 2, requires about 0.4 sec time on a 200 MHz Pentium
Pro. Tracking the rings in smaller search windows requires
much less computation time (40-80 ms).

Figure 2. Example of ring detection and iden-
tification for 4-bit markers.

Visual servoing is controlling a system – typically, a
robot end-effector – based on processing visual informa-
tion. It is a well-developed theory for robotic vision (see
e.g., [8], [9], [19], [23] [27]). Visual servoing is carried out
in a closed-loop fashion, as shown in Fig. 3. Its application
to motion estimation for AR registration has been described
in [22], but it shall briefly be summarized in this paper for
completeness. We would like the set of system statess to at-
tain certain target valuessr. The current values of the states
s are measured by a camera looking at the scene. The sys-
tem uses the error (difference between the target values and
current values) to determine the motion parametersT and

to move the camera in order to reduce the error. We adopt
the standard coordinate systems. The translational velocity

T has componentsU , V , andW . The components of the
rotational velocity
 areA,B andC.
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Figure 3. Schematics of visual servoing.

To do this, we need to know the analytical relationship
between the motion parameters and the states. Usually,
the forward relationship, namely the change ins due to
parametersT and
 is known. The goal is to minimize
kek = ks � srk. From standard optic flow equations (see
for e.g. [14]), we know that we can write the 2D displace-
ment of an image feature at(xp; yp) as:

_xp = 1
Z(xp;yp)

[�U + xpW ] + Axpyp � B

�
1 + x

2
p

�
+ Cyp

_yp = 1
Z(xp;yp)
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�
1 + y

2
p

�
�Bxpyp � Cxp

(1)

We assume that the images are planar, obtained by the pin-
hole perspective approximation with a focal length of unity
(see Fig. 3). This relationship between change in 2D pro-
jection of a point and the motion parameters is of the form

_s = L

�
T




�
; (2)

whereL is the “interaction matrix” consisting of 2D coor-
dinates(xp; yp) and the depthZ of the 3D point projected
at (xp; yp), T is the translation vector and
 is the rotation
vector. We would like to determineT and
. Assuming that
the motion of featuress is due to the motionT and
, we
obtain:

L

�
T




�
= ��e: (3)

Inverting Eqn. 3, we get the control law�
T




�
= ��L+e; (4)

whereL+ is the pseudo-inverse ofL.
This allows us to compute the motion of the camera re-

quired to minimize the errore. When performed in closed-
loop, the values will reach sr when errore is reduced to
zero.

2.2. The speech recognition server

Rockwell Science Center’s Automatic Speech Recog-
nition (ASR) Server software provides an easy way to



rapidly prototype speech-enabled applications regardless of
the computing platform(s) on which they execute. It pro-
vides both automatic speech recognition and text-to-speech
synthesis (TTS) capabilities. The ASR capability is ob-
tained through abstraction of a commercially available off-
the-shelf speech recognition technology, IBM ViaVoice.
Using the ViaVoice engine, speaker-independent continu-
ous phonetic recognition constrained by finite state gram-
mars is possible, as well as speaker-adapted continuous dic-
tation using an American English language model.

A client application connects to the ASR Server over an
IP network using TCP sockets. Although the ASR Server
runs on a Windows 95/Intel Architecture PC, the client ap-
plication may be running on MS-Windows, Solaris, IRIX,
or any other operating system that supports TCP/IP net-
working. Using a serial-like ASCII command protocol, the
client application indicates its identity to the server, as well
as any contextual data of relevance to the speech recogni-
tion task, such as the currently selected object in the graphi-
cal portion of the client application’s user interface. Speech
recognition is requested and activated by the client, and
asynchronous speech recognition results are sent from the
ASR Server to the client. Both of these interactions occur
using a vendor-independent protocol.

Recognition results are reported to the client application
immediately (per word) and/or upon the completion of a
whole utterance (sentence). Per-word confidence scores can
be reported to the client application if requested; in addi-
tion, reporting of word timing hypotheses is currently un-
der development – this capability will enable concurrent
gesture and speech interfaces. In the device diagnostics
system, speech input is used to switch between modes of
operation and to ask questions about objects, such as the
query, “Where is the Power Supply,” when inspecting the
wireframe model of a personal computer. Moreover, the
dictation recognition mode can be exploited to attach tex-
tual “virtual notes” to selected objects in the virtual envi-
ronment.

2.3. Visualization by AR techniques

The AR visualization module can render the following
overlay items onto a live video image: A CAD wireframe
model of the outer device shape, CAD models of the inte-
rior components of the device, and textual annotation which
the user can speak into the microphone and “attach” to a de-
vice component. The wireframe overlay provides a strong
visual clue for manually judging the registration accuracy.
This AR overlay concept provides a kind of “X-ray vision”
into the interior of the device. The rendering of device com-
ponents blinks betweenshaded andwireframe, in order to
highlight critical areas. The 3D rendering is done based on

the results from the head tracking module in order to align
the rendered world with the real world.

2.4. Auralization by 3D audio

A three-dimensional (3D) audio system provides an au-
ditory experience in which sounds appear to emanate from
locations in 3D space. 3D audio can be used to indicate spa-
tial locations as well as to increase the differentiability of
multiple audio communication channels. Thus, both visual
display clutter and message comprehension time may be re-
duced through the use of 3D audio. In the real world, hu-
mans utilize three basic spatial hearing cues: the Interaural
Time Difference (ITD), the Interaural Intensity Difference
(IID), and the Head-Related Transfer Function (HRTF) [5].
The former two are simply the sound signal phase and am-
plitude differences respectively between the left and right
ears of the listener. The latter is a filter incorporating the
effects of the sound signal reflecting off the listener’s head,
shoulders, and pinnae (outer ears). At RSC, the application
of HRTF-based 3D audio is being used as the main cue to
create spatialized auditory cues. Ideally, the personalized
HRTFs of a listener would be utilized. However, it has been
shown that HRTFs recorded from a “good localizer” – a per-
son who has the ability or localizing sound sorces with high
precision – provide good 3D audio clues for a large number
of listeners [28].

In the RSC device diagnostics system, the Aureal Semi-
conductor commercial, off-the-shelf (COTS) 3D audio sys-
tem is being used. This system comprises a software ap-
plication programming interface (API) based on the Mi-
crosoft DirectSound/DirectSound3D standard as well as a
PC sound card including a chip designed and manufactured
by Aureal. In order to provide 3D audio capability to non-
platform-specific applications, a TCP/IP sockets server (the
RSC 3DA Server) was developed. This allows application
developers to simply exploit the Aureal 3D audio services
by establishing a socket connection to the RSC 3DA Server
and providing real-time user position and orientation and
sound source position data. The RSC 3DA Server operates
at 30 fps, and current COTS 3D audio sound cards support
up to three 44.1 kHz-sampled sound sources.

3. System integration

The system components of the AR error diagnosis sys-
tem were implemented by using a standard tower PC as the
device which was to be diagnosed. A CAD model was hand-
coded, describing the outer geometry and a few inner com-
ponents of the PC: CD ROM drive, network card, power
supply, and structural components. The AR visualization
is implemented on a 200 Mhz PC, running under Win-
dows NT. The rendering algorithms are based on the Sense8
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Figure 4. Architecture of the system.

WorldToolkit library, which provides functionality for the
display of 3D worlds. The PC is equipped with a Imaging
Technology color framegrabber, which digitizes the video
signal from a Cohu 2200 CCD camera. The visualization
is currently implemented by video overlay. In a later stage,
we intend to use a head-mounted see-through display for di-
rect overlay into the observer’s view. The simulated errors
are CD ROM failure, power supply overheating, and net-
work card failure. At the current stage, the camera plays the
role of the observer. Besides the visual tracking, there is no
additional tracking system implemented. The spatial inter-
pretation for the 3D auralization is obtained solely from the
visual servoing algorithm.

The speech recognition server (ASR server) and the 3D
audio server are both running on another PC (166 Mhz) un-
der Windows 95. This PC is connected to a local ether-
net network over IP. The microphone is connected directly
to this PC. The user can query the location of CD ROM
drive, network card, and power supply. A flashing anima-
tion, overlaid on the video, visualizes the location. The user
can also query the location of printer and UPS. Since these
devices are not in the field of view, their location is indi-
cated by a 3D audio cue: spatialized sounds “move” in the
direction of the location and guide the user.

4. Experimental results

The AR overlay is rendered with a framerate between
6-10 fps, depending on the system load. The framerate is
slowed down by the image transfer implementation in Win-
dows, which is currently not optimized for speed. In Fig. 5
the overlay is shown as wireframe and with shaded com-
ponents. It can be seen that the alignment/registration pre-
cision is very high. Experiments indicated that the overlay
is slightly off for more extreme viewing angles, where only
markers in one plane are well visible. The markers in the
other plane are too slanted for robust recognition. The range
for acceptable registration is about�50 deg.

Figure 5. Overlay of wireframe (left) and vol-
umetric shaded (right) interior components.

Figure 6. Overlay of error indication.

In Fig. 6 the error indication is shown by a volumetric
rendering of shaded PC components. The volumetric ren-
dering actually flashes to highlight the problem zone.

5. Summary and conclusion

We have demonstrated the capability of a distributed,
networked system for device diagnostics as a novel, tether-
less interface for human-computer interaction. The system
uses multimodal cues (visual, aural) to attract user atten-
tion, and employs advanced AR techniques to improve the
user awareness of the status of the technical device to be
monitored, here demonstrated with a PC.

The distributed architecture of the system ultimately al-
lows for scalability and enables the user to be equipped
with only a light, wearable computer system which provides
wearable display capabilities. Such a system can replace



service manuals by providing direct overlay of maintenance
instructions or error diagnosis onto the real object.

Progress is necessary in providing high network band-
width for effectively reducing the computation power of the
computer system worn by the user. More attention must
also be focused on the tracking modules. The goal is to em-
ploy a hybrid tracking system which utilizes tracking meth-
ods that compensate for each other’s shortcomings.
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